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Abstract: Object recognition in mountainous field environment is a crucial part of intelligent operation. Since the diversity 
of crops, weeds and other targets in the mountainous field environment, as well as the complexity of scale changes, object 
recognition faces great challenges. In order to solve these problems, it is particularly critical to effectively fuse global and 
local multi-scale features. To this end, this paper proposes a three-branch parallel multi-scale feature fusion network 
(MFFNet) for object recognition in mountain and field environments. The MFFNet contains specially designed global and 
local feature extraction modules, which can capture the global and local feature information in the image in parallel. In 
addition, the MFFNet introduces a feature fusion strategy based on channel attention and spatial attention to effectively 
integrate global and local features with different semantic depths. The experimental results show that our proposed MFFNet 
is superior to the comparison method in multiple index results on the self-built mountain field environment image dataset. 

Keywords: Deep learning, Object recognition, Multi-scale feature fusion, Mountain farmland environments 

1 INTRODUCTION 

Object recognition is one of the key areas in the field of 
computer vision, and its application scope has been rapidly 
expanded with the breakthrough of deep learning technology [1-
3]. Among them, the mountainous field environment has 
become an emerging and key field for the application of object 
recognition technology due to its unique geographical and 
ecological characteristics [4]. The development of this 
technology will not only improve the efficiency and accuracy of 
agricultural monitoring, but also contribute to more intelligent 
and sustainable agricultural management, and by extending 
advances and innovations in agricultural science and technology 
[5].  

However, target identification in mountain field environments 
also faces a number of challenges. Due to the presence of a 
variety of crops and natural vegetation in mountain fields, their 
size and morphology vary with different species and growth 
stages, resulting in the diversity and scale of targets in mountain 
fields, which undoubtedly increases the difficulty of 
identification tasks [6-8]. Therefore, it is particularly urgent to 

develop an object recognition technology that can adapt to the 
special needs of the mountain field environment.  

Recent object recognition methods are mainly divided into two 
categories, one is based on convolutional neural networks 
(CNNs) and the other is based on Transformer architectures [9]. 
For CNN-based methods [10], due to the inherent limitations of 
convolutional kernels, they can usually only capture local 
features of the image. In contrast, Transformer-based methods 
can capture global semantic information through complex 
spatial transformations and modeling long-distance feature 
dependencies [11]. This capability gives Transformer an 
advantage in processing the global context of the image, helping 
to improve the accuracy and robustness of target recognition.  

In the field of object recognition and image classification, the 
research of multi-scale feature fusion is becoming more and 
more important. For example, the latest ViTAE [12], Transfuse 
[13], and CCTNet [14].and other methods, their core goal is to 
achieve the effective integration of information at different 
scales. These advanced technologies have overcome the 
challenges of target diversity and scale change in natural images 
to a certain extent by combining the local perception of 
convolutional neural networks and the global contextual ability 
of self-attention mechanisms. However, these methods still face 
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some limitations when directly applied to target recognition in 
complex mountain field environments.  

In order to solve the above problems, this paper innovatively 
proposes a three-branch parallel multi-scale feature fusion 
network (MFFNet) for target recognition in mountainous field 
environments. At the same time, this paper designs a novel 
global and local feature module to capture the global and local 
feature information in the image in parallel respectively. In 
addition, this paper introduces a feature fusion strategy based on 
channel attention and spatial attention, which can effectively 
integrate global and local features with different semantic depths. 
This fusion strategy significantly improves the performance of 
the proposed method, making it more efficient and accurate than 
those recognition methods that rely heavily on traditional 
convolutional neural networks or Transformer architectures 
when dealing with complex environments. Finally, this paper 
conducts extensive testing on a carefully collected and annotated 
dataset of mountain field images. The results show that the 
MFFNet proposed in this paper achieves significant 
performance improvement, which further verifies the 
effectiveness and practicability of the proposed method. 

The main contributions of this paper are as follows: 

 In this paper, we propose a novel end-to-end three-branch 
parallel multi-scale feature information fusion network 
(MFFNet) for target recognition in mountainous field 
environments. 

 In this paper, we innovatively design the global and local 
feature extraction modules to effectively capture the local 
spatial features and global semantic information at 
different scales, respectively. 

 An Adaptive Feature Fusion Module (AFF) was proposed 
to fuse the semantic information between the different 
scale features of each branch to solve the problem of target 
diversity and scale change. 

 The method proposed in this paper achieves good 
performance on the collected and labeled mountain field 
image dataset, and is better than the most advanced method. 

2 RELATED WORK 

This chapter mainly introduces the application of object 
recognition technology and attention mechanism based on CNN 
and Transformer in the field of computer vision. 

2.1 CONVOLUTIONAL NEURAL NETWORKS 

As a deep learning model, convolutional neural networks have 
achieved remarkable success in the fields of natural image 
classification and object recognition [15,16]. The core of this 
method is to automatically extract hierarchical features from 
images through multi-layer convolution and pooling operations, 
and capture representations from edges, textures, and higher-
level semantic information layer by layer [17]. In recent years, 
classical convolutional neural network architectures such as 

VGGNet [18], DenseNet [19], and ResNet [20] have been 
developed one after another, which has promoted the 
improvement of the accuracy of image classification tasks. 
These models not only achieve excellent classification 
performance on large-scale datasets, such as ImageNet [21], but 
also serve as the basis for many vision tasks, significantly 
improving the ability of computers to automatically recognize 
and classify natural images [22]. However, the limitation of 
convolutional neural networks is that they are difficult to capture 
global features, and due to the local receptive field of 
convolutional operations, the model pays more attention to local 
information and has a less understanding of the global context, 
which can lead to performance degradation when dealing with 
complex scenarios or tasks that require overall understanding 
[23,24].  

2.2 TRANSFORMER 

Transformer models initially made breakthroughs in the field of 
natural language processing [25], but in recent years they have 
also been successfully applied to natural image classification 
and object recognition tasks [26]. Different from traditional 
convolutional neural networks, Transformer captures global 
features in images through a self-attention mechanism and does 
not rely on local receptive fields, which enables a better 
understanding of long-distance dependencies in images [27]. 
Models such as Vision Transformer [28] and Swin Transformer 
[29] use the embedded representation of image blocks as input, 
and use the global attention mechanism to model the global 
information of images, which significantly improves the 
classification performance on large-scale datasets. In addition, 
Transformer has also been used for tasks such as object 
detection [30] and segmentation [31], which can achieve more 
accurate identification and localization of targets in images by 
fusing local and global information [32]. However, the 
limitation of Transformer is that it is weak in capturing local 
information, especially when dealing with image details and 
small targets, and cannot be as effective as convolutional neural 
networks [33].  

2.3 ATTENTION MECHANISMS 

The attention mechanism is an important technique to improve 
the performance of deep learning models [34]. The core idea of 
the attention mechanism is to improve overall performance by 
giving different weights to different parts of the input data, 
allowing the model to focus more on important features [35]. 
Attention mechanisms can be divided into several categories 
according to the application scenario and structure, including 
self-attention [36], soft attention [37], and hard attention [38]. 
The self-attention mechanism is widely used in Transformer 
models to capture long-distance dependencies by calculating the 
associations between elements in the input sequence [28]. Soft 
attention generates a weighted average by weighting all parts of 
the input [37]; Hard attention is dealt with by selecting some key 
areas [38]. Attention mechanisms have shown significant 
performance improvements in many visual tasks, such as image 
classification, object detection, and image generation, and have 
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become one of the indispensable components of modern deep 
learning models [39,40].  

3 METHODS 

As a method for identifying environmental targets in 
mountainous fields, the Multi-scale Feature Fusion Network 
(MFFNet) proposed in this paper can effectively obtain the local 
spatial information and global semantic representation 
information of environmental images of mountainous fields at 
different scales. The MFFNet model is based on the Global 
Feature Module with the local feature module extracts the global 
and local feature information of the mountain field environment 
image in parallel, and fuses the features of different scales 
through the adaptive feature fusion module and the 
downsampling step, and finally obtains the classification results. 
In the following sections, this article first introduces the overall 
structure of the MFFNet model, and then introduces the global 
feature module, local feature module, and adaptive feature 
fusion module. 

3.1 MODEL ARCHITECTURE 

In order to improve the accuracy of target recognition in 
mountainous field environment, this paper proposes a parallel 
network structure (MFFNet) that integrates multi-scale local 
features and global features. The overall framework of MFFNet 
is shown in Figure 1 and aims to enhance the recognition 
performance of the model by fusing multi-scale features. 
MFFNet consists of three main branches: the local branch is 
used to extract the local features of the image, the global branch 
is used to extract the global semantic representation of the image, 
and the feature fusion branch is used to integrate the multi-scale 
feature information extracted by the local branch and the global 
branch. The three-branch design of the network structure retains 
the local features and global representations to the greatest 
extent, so that the local branches and global branches can extract 
features independently. In addition, the multi-branch parallel 
structure enhances the feature characterization ability of the 
MFFNet model, and has good robustness to the extraction of 
multi-scale features. Table 1 describes the network parameters 
of MFFNet. 

 

FIGURE 1 THE OVERALL ARCHITECTURE OF THE MFFNET MODEL 

TABLE 1 PARAMETERS OF THE MFFNET NETWORK 
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Firstly, the image in the mountain field environment is divided 
into 4 patches by convolution operation with a kernel size of 4 
and a step size of 4, and the height and width of each patch are 
56 (that is, the resolution of the original image is reduced to 1/4 
of the original). These patches are then preprocessed with Linear 
Embedding for global branches and Layer Norm for local 

branches, respectively. The global branch is then downsampled 
by Patch Merging and the Global Features module is fed into the 
Global Features module to extract the global features. At the 
same time, the local branches are downsampled by a 
convolution with a kernel size of 2 and a step size of 2. 
Subsequently, the feature map of each stage is extracted by four 
different global feature modules and local feature modules. At 
each stage, the Adaptive Feature Fusion Module (FFB) is used 
to fuse the features extracted by the local and global branches, 
while connecting with the output of the previous FFB. Finally, 
the fused features are fed into the Global Average Pooling and 
Layer Norm layers, and then the target is identified by a linear 
classifier. 

In addition, different variants of the MFFNet model are 
constructed, named MFFNet-Tiny, MFFNet-Small, and 
MFFNet-Base. Each variant uses a different number of global 
and local feature modules in each stage, as shown in Table 2. 

TABLE 2  CONFIGURATIONS OF DIFFERENT MFFNET 

VARIANTS 

name quantity 

Phase 1 Phase 2 Stage 3 Stage 4

MFFNet-Tiny 2 2 2 2 

MFFNet-Small 2 2 6 2 

MFFNet-Base 2 2 18 2 

3.2 GLOBAL CHARACTERISTICS MODULE 

Mountain field environment images often exhibit significant 
intra-class variation and inter-class similarity, so global 
semantic representation information is particularly critical in 
this environment. In this paper, a global feature module based 
on Window Multi-Head Attention Mechanism (W-MSA) and 
Sliding Window Multi-Head Attention Mechanism (SW-MSA) 
is proposed. At each stage, the feature map first passes through 
the Layer by incorporating the image patch into the global 
feature module. The Norm layer is processed into the W-MSA 
module and then passes through a linear layer with a Gaussian 
error linear element activation function (GELU), as shown in the 
upper right corner of Figure 1. A common self-attention 
mechanism is in feedforward neural networks. network (FNN) 
with the aim of introducing nonlinearity. Usually, nonlinear 
activation is performed on the extended channel dimension 
generated by the linear layer to enhance the representation of the 
model. Activation is typically performed on the extended 
channel dimension generated by the linear layer to enhance the 
representation of the model. In order to further reduce the 
computational cost, this paper replaces the FNN with the GELU 
activation function, only performs nonlinear transformation, and 
compensates in the Adaptive Feature Fusion Module (AFF). 
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Residual connections are applied after each module and a 
relative position offset (rel. pos.), introducing SW-MSA in the 
next module. This process can be represented by the following 
formula: 

𝐹௚ ൌ 𝐹ଵൈଵሺW-MSAሺLNሺ𝐹
௜ିଵሻሻሻ ൅ 𝐹௜ିଵ        （1） 

𝐹௜ ൌ 𝐹ଵൈଵሺSW-MSAሺ LNሺ𝐹௚ሻሻሻ ൅ 𝐹௚           （2）  

where 𝐹௜  and 𝐹௚represent the global feature modules SW-MSA 
and W respectively, 

 

FIGURE 2 ADAPTIVE FEATURE FUSION MODULE 

The output characteristic of the MSA, representing a 
convolution with a convolution kernel of 1ℱଵൈଵሺ⋅ሻ×1, "LN" is a 
layer-level normalization operation. 

3.3 LOCAL FEATURE MODULE 

In the image of the mountain field environment, local spatial 
features are also crucial. The Local Features module shown in 
Figure 1 uses a 3×3 Depthwise Separable Convolution to 
extract local features. Subsequently, the information exchange 
between features is realized through the linear layer. Finally, the 
extracted local features are fed into the Adaptive Feature Fusion 
Module (AFF) for further processing. The specific process is as 
follows: 

𝐹௅
௜ ൌ 𝐹ଵൈଵሺLNሺFௗሺ𝐹௅

௜ିଵሻሻሻ ൅ 𝐹௅
௜ିଵ                     （3） 

where F-L-i. represents the output feature with fast local features, 
and F-d. represents the deep separation convolution operation. 

From a macro point of view, the structure of global and local 
branches is similar, and the number of channels and hierarchical 
design are maintained in different stages, which lays a solid 
foundation for the fusion of global and local coding features at 
different scales. 

3.4 ADAPTIVE FEATURE FUSION MODULE 

The Adaptive Feature Fusion Module (AFF) can adaptively fuse 
the local features and global representations of different stages 
and the semantic information after the fusion of the previous 
stage according to the input features, as shown in Figure 2. It 

represents the feature matrix generated by the global module, 
the feature matrix that represents the output of local features, the 
feature matrix generated by the adaptive feature fusion module 
in the previous stage, and the feature matrix generated by the 
adaptive feature fusion module in the current stage𝐹௜𝐹௅

௜𝐹௜ିଵ𝐹௜ 

Feature matrix. The calculation formula of the Adaptive Feature 
Fusion Module (AFF) proposed in this paper is as follows: 

𝐹෠ீ௜ ൌ CAሺ𝐹
௜ ሻ ⊗ 𝐹௜                          （4） 

𝐹෠௅
௜ ൌ SAሺ𝐹௅

௜ሻ ⊗ 𝐹௅
௜                              （5）  

𝐹෨௜ ൌ AvgpoolሺFଵൈଵሺ𝐹௜ିଵሻሻ                （6） 

𝐹෠௜ ൌ 𝐹ଵൈଵሺ𝐿𝑁൫Concatൣ𝐹
௜ , 𝐹௅

௜, 𝐹෨௜൧൯ሻ         （7）   

𝐹ෘ௜= Concatൣ𝐹෠ீ
௜ , 𝐹෠௅

௜, 𝐹෠௜൧                         （8） 

𝐹௜ ൌ 𝐹ଵൈଵሺ𝐹ଵൈଵሺ𝐹ௗ ቀLN൫𝐹ෘ௜൯ቁ ൅ 𝐹ෘ௜ሻሻ ൅ 𝐹෨௜    （9） 

where ⊗ represents element-by-element multiplication, CA(⋅) 
represents channel attention, SA(⋅) represents spatial attention.-
G-i. is a global semantic feature generated by channel attention 
combination.-L-i. is a local feature generated by spatial attention 
combination F.-i. is generated by down sampling in the previous 
adaptive feature fusion module stage,,,F.-i. is the result of the 
fusion of global-local features and the previous stage,, F-i. is the 
last multi-scale fusion feature generated. 

The attention mechanism is an adaptive selection process, which 
selects the feature regions that are more conducive to 
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recognition by assigning different weights to different features 
of the input. Among them, the channel attention mechanism 
allows the network to selectively focus on more important 
channel features and objects, while spatial attention pays more 
attention to spatial regions. The self-attention mechanism in the 
global feature module can capture the global information in 
space to a certain extent, but ignores the adaptability of the 
channel dimension. Therefore, the adaptive feature fusion 
module inputs global features into Channel Attention (CA), 
which takes advantage of the interdependence between channel 
graphs to improve the feature representation of specific 
semantics. Local features are input into spatial attention (SA) to 
selectively enhance important areas and suppress irrelevant 
information, so as to better retain more important details. The 
main processes of channel attention and spatial attention are as 
follows: 

൜CAሺ𝑥ሻ ൌ 𝜎ሺMLPሺAvgPoolሺ𝑥ሻ+MLPሺMaxPoolሺ𝑥ሻሻሻ

SAሺ𝑥ሻ ൌ 𝜎ሺF଻ൈ଻ሺConcatሾAvgPoolሺ𝑥ሻ,MaxPoolሺ𝑥ሻሿሻሻ
 （10） 

where σ denotes the Sigmoid function, F-7×7. (⋅) denotes a 
convolution operation with a convolution kernel of 7×7. 

4 EXPERIMENTAL RESULTS AND 

ANALYSIS 

In this chapter, we mainly introduce the experimental data set, 
evaluation indexes, experimental details, and comparison 
methods of self-built mountain field environment, as well as the 
experimental results of the MFFNet model and comparison 
method proposed in this paper. 

4.1 EXPERIMENTAL DATASETS 

The experimental datasets constructed in this study were 
collected online and offline, covering a variety of targets in the 
mountainous field environment of Guizhou, including the 
following 33 categories: spinach, cauliflower, sweet potato, 
cucumber, pepper, pepper, eggplant, celery, lettuce, garlic 
sprouts, green onions, potatoes, bitter gourd, coriander, Chinese 
cabbage, oilseed lettuce, tomatoes, cabbage, white radish, 
carrots, corn stalks, red cabbage, chicken hair, water spinach, 
Shanghai greens, weeds, people, flower baskets, knives, soil, 
and trees. In order to further enrich the dataset, this paper 
performs a variety of data augmentation processing on the 
images, including rotation, left and right mirroring, and adding 
salt and pepper noise. Finally, this dataset contains 11,742 
images, as detailed in Table 3.  

TABLE 3 DESCRIPTION OF THE DATASET OF MOUNTAINOUS 

FIELDS IN GUIZHOU 

Sample category Sample size 
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cauliflower 373 
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Cucumber 

201 

194 

bell pepper 

Peppers 

200 

196 

eggplant 203 

celery 188 

lettuce 199 

Garlic sprouts 201 

scallions 401 

potato 196 
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charantia 

198 

coriander 201 

cabbage 200 

Oily lettuce 201 

tomato 195 

cabbage 398 

White radish 262 

carrot 188 

Corn stalks 201 

Red cabbage 201 

Chicken hairy 
vegetables 

187 

Water spinach 200 

Shanghai 
green 

200 

weed amaranth 
276 
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person 259 

flower 3671 

basket 661 

animal 400 

cutting tool 360 

soil 200 

tree 330 

Total 11742  

4.2 EVALUATION INDICATORS 

To evaluate the trained model, four key metrics are used to 
comprehensively measure the model's performance: Accuracy, 
Precision, Recall, and F1-score. These metrics can be defined 
using a confusion matrix. In the confusion matrix, each column 
represents the predicted category and each row represents the 
actual category. TP (True Positive) refers to the number of 
samples correctly predicted to be positive by the model, TN 
(True Negative) refers to the number of samples correctly 
predicted by the model to be negative, and FP (False Positive) 
refers to the number of samples that were incorrectly predicted 
as positive by the modelFN (False Negative) refers to the 
number of negative samples that were not correctly identified by 
the model.  

Accuracy, precision, recall, and F1 score are defined as follows: 

Accuracy ൌ
்௉ା்ே

்௉ା்ேାி௉ାிே
                   （11）                                                                

Precision ൌ
்௉

்௉ାி௉
             （12）                                

Recall ൌ
்௉

்௉ାிே
                    （13）                                        

F1-score ൌ
ଶൈPrecisionൈRecall

PrecisionାRecall
        （14）               

4.3 EXPERIMENTAL DETAILS 

In the experiment, the image preprocessing steps of different 
methods are distinguished. For the convolutional neural network 
comparison method, all images are scaled to 256×256, while in 
the method in this paper and the Transformer-based comparison 
method, the images are uniformly scaled to 224×224. At the 
same time, the dataset is divided into a training set, a validation 
set, and a test set according to 7:1:2. In the training process, both 
the method and the comparison method in this paper perform 
random horizontal flipping and rotation data enhancement 
operations on the training set. The base learning rate for all 
methods was set at 1×10-4, the batch size was 32, and the 
learning rate was dynamically adjusted using a cosine annealing 
learning rate strategy. All methods were subjected to 100 
training cycles to ensure adequate training and comparison 

under comparable conditions. In the output layer of the model, 
the softmax function is used to obtain the category prediction 
score, and the classification cross-entropy is used as the loss 
function to calculate the loss value of the model.  

4.4 EXPERIMENTAL RESULTS 

On the self-built Guizhou mountain field environment dataset, 
this paper selects three types of comparison methods: 
convolutional neural networks (such as VGG, ResNet, 
DenseNet), lightweight convolutional neural networks (such as 
MobileNet-v2, MobileNet-v3, ShuffleNetv2), and Transformer-
based methods (such as ViT, Swin-Transformer, ConvNeXt, 
PerViT, UniFormer）. These methods are tested under different 
indicators with the MFFNet proposed in this paper, and the 
specific test results are shown in Table 4. 

TABLE 4 RESULTS OF MFFNET AND COMPARISON METHODS 

method Accuracy precision Recall F1 
score 

VGG-16 76.98 76.09 76.09 76.17 

ResNet-34 78.76 78.54 78.54 78.40 

DenseNet-121 74.51 74.20 74.04 74.04 

DenseNet-201 75.10 74.58 74.58 74.52 

MobileNet-v2 73.93 73.65 73.65 73.56 

MobileNet-v3-
s 

67.10 66.50 66.50 66.43 

MobileNet-v3-l 70.30 69.65 69.65 69.63 

ShuffleNetv2-1 69.16 68.64 68.64 68.68 

ShuffleNetv2-2 73.61 73.11 73.11 73.06 

ViT-T-16 62.03 61.45 61.45 61.31 

ViT-B-16 59.02 58.71 58.71 58.66 

Swin-T-4-7 74.29 73.95 73.95 73.78 

Swin-S-4-7 74.19 73.65 73.65 73.67 

Swin-B-4-7 72.88 72.64 72.64 72.46 

ConvNeXt-T 68.21 67.93 67.93 67.66 

ConvNeXt-B 69.96 69.11 69.11 69.00 
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PerViT-T 73.58 73.78 73.78 73.44 

B-PerViT-B 76.58 76.35 76.35 76.14 

PerViT-M 75.74 75.29 75.29 75.13 

UniFormer-S 76.87 76.77 76.77 76.49 

UniFormer-B 72.33 72.47 72.47 72.07 

MFFNet-T 76.25 75.63 75.63 75.60 

MFFNet-S 78.64 78.37 78.37 78.22 

MFFNet-B 79.82 79.46 79.46 79.29 

As can be seen from Table 4, MFFNet-B has an accuracy rate of 
79.82%, a precision of 79.46%, a recall rate of 79.46%, and an 
F1 score of 79.29%. From these results, it can be seen that 
traditional convolutional neural networks such as VGG, ResNet, 
and DenseNet series perform well in various metrics. 
Specifically, the DenseNet series, such as DenseNet-121 and 
DenseNet-201, excels in accuracy and F1 scores, thanks to its 
denser network structure, which can effectively extract deep 
features and improve the overall performance of the model. 
However, the MFFNet series proposed in this paper (including 
MFFNet-T, MFFNet-S, and MFFNet-B) are about 4% more 
accurate than DenseNet and about 5% better than DenseNet. 
This shows the advantages of MFFNet when dealing with more 
complex tasks. 

For lightweight convolutional neural networks, the MobileNet 
and ShuffleNet series still exhibit high recognition accuracy 
while keeping the model lightweight. In particular, MobileNet-
v2 and ShuffleNetv2 have a balanced performance in terms of 
accuracy and recall, which is suitable for resource-constrained 
real-world use cases. However, due to the limitations of their 
lightweight design, these models have slightly lower F1 scores 
than standard convolutional neural networks in complex 
scenarios. Comparatively, the MFFNet family improved by 
about 6% on each of these metrics, showing greater robustness 
in complex contexts, significantly outperforming these 
lightweight models. 

Among the Transformer-based approaches, the ViT, Swin-
Transformer, ConvNeXt, PerViT, and UniFormer series 
demonstrate powerful performance in vision tasks, especially in 
global semantic information extraction. Among them, the 
UniForme and PerViT series excelled in F1 scores. The MFFNet 
series (MFFNet-T, MFFNet-S, and MFFNet-B) proposed in this 
paper combine the advantages of multi-scale features to improve 
the accuracy by about 3% compared with the best Transformer 
model, and improve the accuracy, recall and F1 score by about 
3%, showing its strong potential in environmental target 
recognition in mountainous fields.  

In order to more fully demonstrate the recognition effect of the 
MFFNet model proposed in this paper on different targets in a 

mountainous field environment, the ROC curve and confusion 
matrix are plotted, as shown in Figures 3 and 4. These graphs 
provide us with a visual assessment of the model's performance 
and further validate the accuracy and reliability of MFFNet in 
different target classification tasks. 

 

FIG.3 ROC CURVES OF THE MFFNET MODEL 

The closer the ROC curve is to the upper left corner, the better 
the classification effect of the model. As can be seen in Figure 
3, the MFFNet model performs very well in most categories, 
with the curve almost close to the upper left corner of the 
coordinates, indicating that the model has a high true positive 
rate and a low false positive rate in these categories. In addition, 
the AUC (Area Under the Curve) value under the curve is close 
to 1, which further verifies the excellent performance of the 
model.  

 

FIG. 4 CONFUSION MATRIX OF THE MFFNET MODEL 

As can be seen from the confusion matrix of the model4, the 
MFFNet model has a higher classification accuracy in most 
categories, especially in the main categories such as weeds, 
flowers, green onions, knives, and cucumbers. On the contrary, 
for some categories with large intra-class differences or high 
similarity with other categories, such as white radish and pepper, 
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some misclassification phenomena occurred in the confusion 
matrix, which may be due to the strong inter-class similarity or 
intra-class differences of such samples in the dataset.  

In summary, it can be seen that the MFFNet model has shown 
strong ability in dealing with target recognition tasks in 
mountainous field environments, especially in the process of 
extracting global and local features, and has achieved high-
precision classification of different types of targets in complex 
backgrounds. However, there is still room for improvement in 
the model when dealing with some hard-to-distinguish 
categories, and future research can consider further optimizing 
the feature extraction and fusion strategies to improve the 
recognition accuracy of these categories. 

5 CONCLUSION 

The Multi-scale Feature Fusion Network (MFFNet) proposed in 
this paper has shown significant progress in target recognition 
tasks in mountain field environments. By innovatively 
combining parallel global and local feature extraction modules, 
as well as feature fusion strategies based on channel attention 
and spatial attention, MFFNet can effectively capture and fuse 
multi-scale features. This method not only overcomes the 
limitations of traditional convolutional neural networks and 
Transformer architectures, but also significantly improves the 
accuracy and efficiency of object recognition in complex 
environments. Extensive testing on carefully collected and 
annotated mountain field image datasets further validates the 
excellent performance of MFFNet, and proves the effectiveness 
and practicability of the proposed method. 
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